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f(x) = sqrt(x) 

Domain 𝑥 ∈ ℛ ∶ 𝑥 ≥ 0 

Range 𝑓 ∈ ℛ ∶ 𝑓 ≥ 0 

injective (one-to-one), that is, f is mapped to at most one x.  

 

f(x) = x 

Domain = R 

Range = R 

Bijective, odd parity 

 

f(x) = 1/x 

Domain 𝑥 ∈ ℛ ∶  𝑥 ≠ 0 

Range 𝑓 ∈ ℛ ∶ 𝑓 ≠ 0  

Injective, odd parity, that is f(-x) = -f(x)  

 

f(x) = 1/x^2 , even parity 

Domain 𝑥 ∈ ℛ ∶  𝑥 ≠ 0 

Range 𝑓 ∈ ℛ ∶ 𝑓 > 0  
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(x-3)(x+3) = x^2 – 3^2 
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f(x) = e^x 

Domain ℛ  

Range 𝑓 ∈ ℛ ∶ 𝑓 > 0  

Injective 

 

 als g>1 

 

 

 

f(x) = ln(x) 

Domain 𝑥 ∈ ℛ ∶ 𝑥 > 0  

Range ℛ 

Bijective, that is, it is injective (f is only mapped to one x), and surjective 

(all real numbers are represented in f) 
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 = x is smaller than 2 and x is increasing to approach 2 = x -> -2- 

     = x is bigger than 2 and x is decreasing to approach 2 = x -> -2+ 
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Week 1 Functions, Limits and Continuity 

Chapter 1. Functions – Ignore this intro, read Chapter 12 of Book of Proof instead 
1. verbally (by a description in words) 

2. numerically (by a table of values) 

3. visually (by a graph) 

4. algebraically (by an explicit formula) 

 

A function describes a rule whereby, given a number (r, t, w, or t), another number (A, P, C, or a) is 

assigned. In each case we say that the second number is a function of the first number. 

A function f is a rule that assigns to each element x in a set D exactly one element, called f(x), in a set E. 

The set D is called the domain of the function. The range of f is the set of all possible values of f(x). 

A symbol that represents a number in the domain is called an independent variable 

A symbol that represents a number in the range is called a dependent variable. 

We can think of the domain as the set of all possible inputs and the range as the set of all possible 

outputs. 

The most common method for visualizing a function is its graph. If f is a function with domain D, then its 

graph is the set of ordered pairs: 

{(x, f(x)) | x ∈ D} 

 



CSE1200 Calculus 

12 

 

piecewise defined functions:  

 

absolute value:  

 

step functions: 

Odd symetry/parity: If  a function satisfies f(-x) = -f(x) for 

every number x in its domain. Such as f(x) = x3 

Even symetry/parity:  If a function f satisfies f(-x) = f(x) for 

every number x in its domain. Such as f(x)=x2 

Vertical test: check if it is a function 

Horizontal test: check if it is injective (1-to-1) 

    bijectiveness is up to how the co-domain was defined 
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Chapter 1.5 Inverse Functions 
The inverse function of f , denoted by f -1 , and read “ f inverse.” Not all functions possess inverses. The 

function has to be injective (one-to-one) that is, each input x has it’s own unique output y. Otherwise, if 

we had two x’s having the same y, if we “swap” x for y, we are left with two y’s having one x, in other 

words, an input providing two outcomes. That is not a valid function. 

 

 

 

 

 

We must respect the domains. 
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*relation with the co-domain and range, for inverse functions assumed co-domain = R 

function domain range/(co-d) graph parity relation 

sin(angle)=ratio 

= sin(𝛼 + 𝑘 ⋅ 2π) 

R *period, can 

change angle 

[-1,1] 

(R)  

odd general 

functn 

cos(α)=ratio 

= cos(𝛼 + 𝑘 ⋅ 2𝜋) 

R *period, can 

change α 

[-1,1] 

(R)  

even general 

functn 

tan(α)=ratio 

= tan(𝛼 + 𝑘 ⋅ 𝜋) 

R except 

 
1

2
 π + 𝑘 ∗  π 

*can change α 

[-inf,inf] 

(R) 
 

odd srjctve 

one-to-one sin x [−
1

2
 𝜋, 

1

2
 𝜋] 

[-1,1] 

(R) 
 

odd injctve 

one-to-one cos x [0, 𝜋] 
[-1,1] 

(R) 
 

none injctve 

one-to-one tan x (−
1

2
 𝜋, 

1

2
 𝜋) 

(-inf,inf) so R 

(R) 

 

odd bijctve 

arcsin(ratio)=angle 

[-1,1] *No period 

can’t change 

ratio 

[−
1

2
 π, 

1

2
 π] 

(R) 
 

odd injctve 

arccos(r)=angle 
[-1,1] *No period 

can’t change r 

[0, π] 

(R) 

 

none injctve 

arctan(r)=angle 
R *No period 

can’t change r 

(−
1

2
 π, 

1

2
 π) 

(R) 

 

odd injctve 

sin(arcsin(x))=x 

cos(arccos(x))=x 

[-1,1] *No period 

can’t change x 

[-1,1] 

(R)  

odd injctve 
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𝑎𝑟𝑐𝑡𝑎𝑛(𝑡𝑎𝑛(𝛼)) = 

−
1

2
 π < 𝛼 + 𝜋 ⋅ 𝑘 <

1

2
 π  

*can change α 

R except 

 
1

2
 π + 𝑘 ∗  π 

(−
1

2
 π, 

1

2
 π) 

(R) 
 

odd general 

functn 

𝑎𝑟𝑐𝑠𝑖𝑛(𝑠𝑖𝑛(𝛼)) = 

−
1

2
 π ≤ α + k2π ≤

1

2
 π 

sin(-𝛼) = − sin(𝛼) 
sin(𝛼) = − sin(𝛼 ± 𝜋) 

sin(𝛼) = sin(𝜋 − 𝛼) 

R *period, can 

change angle 

[−
1

2
 π, 

1

2
 π] 

(R) 
 

odd general 

functn 

𝑎𝑟𝑐𝑐𝑜𝑠(𝑐𝑜𝑠(𝛼)) = 

0 ≤ 𝛼 + 𝑘 ⋅ 2𝜋 ≤ 𝜋 
cos(𝛼)=cos(-𝛼) 
cos(𝛼)= − cos(𝛼 ± 𝜋) 

R *period, can 

change angle 

[0, π] 

(R) 
 

even general 

functn 

tan(arctan(r))=angle 
R *No period 

can’t change r 

R 

(R) 

f(x)=x odd bijctve 

sin(arccos(r))  =

= √1 − r2  

[-1,1] *No period 

can’t change r 

[0,1] 

(R) 

 

even general 

functn 

𝑠𝑖𝑛(𝑎𝑟𝑐𝑡𝑎𝑛(𝑟))

=
r

√1 + r2
 

R *No period 

can’t change r 

[-1,1] 

(R) 
 

odd injctve 

cos(arc𝑠𝑖𝑛(r))

= √1 − r2 

[-1,1] *No period 

can’t change r 

[0,1] 

(R) 

 

even general 

functn 

𝑐𝑜𝑠(𝑎𝑟𝑐𝑡𝑎𝑛(𝑟))

=
1

√1 + r2
 

R *No period 

can’t change r 

[0,1] 

(R) 
 

even general 

functn 

𝑡𝑎𝑛(𝑎𝑟𝑐𝑠𝑖𝑛(𝑟))

=
r

√1 − r2
 

(-1,1) *No period 

can’t change r 

R 

(R) 

 

odd bijctve 

𝑡𝑎𝑛(𝑎𝑟𝑐𝑐𝑜𝑠(𝑟))

=
√1 − r2

r
 

[-1,0) ∧ (0,1] 

* No period can’t 

change r 

R 

(R) 

 

odd srjctve 

? lim ± 

inf = 0 
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Lecture. Limits 
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When computing one-sided limits, we use the fact that the Limit Laws also hold for one-sided limits. 

 

 

The Squeeze Theorem, which is sometimes called the Sandwich Theorem or the Pinching Theorem 
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Lecture. Continuity 
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no inf = no vert asymptote.  
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Wiskunde B refresher 2. Afgeleide 
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Week 2. Differentiation 

Chapter 3.5 Implicit differentiation 
Implicit differentiation: differentiating both sides of the equation with respect to x and then solving the 

resulting equation for y’. 

𝑥2 + 𝑦2 = 25 

𝑥2 + (𝑓(𝑥))
2

= 25 

[𝑥2 + (𝑓(𝑥))
2

]
′

= [25]′ 

[𝑥2]′ + [(𝑓(𝑥))
2

]
′

= 0 

2𝑥 + 2𝑓(𝑥) ⋅ 𝑓′(𝑥) = 0 

2𝑓(𝑥) ⋅ 𝑓′(𝑥) = −2𝑥 

𝑓′(𝑥) =
−2𝑥

2𝑓(𝑥)
 

𝑓′(𝑥) = −
𝑥

𝑓(𝑥)
= −

𝑥

𝑦
 

 

 

 

 

 

 

 

 

 

 

Pay attention to the fact that y is in fact f(x) and thus the chain rule holds. 

if f is any one-to-one differentiable function,it can be proved that its inverse function f-1 is also 

differentiable, except where its tangents are vertical. 
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Chapter 3.10 Linear Approximations and Differentials 

 

(Which is just the formula for the tangent line) 

 

|𝑓(𝑥) − 𝐿(𝑥)| < 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦               𝑂𝑅               𝑓(𝑥) − 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 < 𝐿(𝑥) < 𝑓(𝑥) + 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

 

 

So dy is a dependent variable 
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Approximate √1001
3
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Chapter 4.4 Indeterminate forms and l’Hospital’s Rule 
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Week 3. Integration Techniques 

Wiskunde B Refresher 
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5.5 Substitution rule 

 

 

 

It is the counterpart to the chain rule for differentiation. 
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For an even function holds f(-x) = f(x). Then  

∫ 𝑓(𝑥)𝑑𝑥
𝑎

−𝑎

 =  2 ∫ 𝑓(𝑥)𝑑𝑥
𝑎

0

 

7.1 Integration by parts 
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7.8 Improper Integrals 
Type 1: when one of the terms is infinity. Type 2: When the integral goes through an undefined x 

Type 1        Type 2 

 

Work around, use limits: 

 

If the proper integral has an horizontal asymptote for type 1 (or it is just a perforation), the limit exists 

and it “converges”. If it goes to + - inf for type 1 or it is a vertical asymptote for type 2, then it “diverges” 
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Week 4.1 Sequences and series I 
A sequence is a list of numbers written in a definite order. A sequence can be defined as a function 

whose domain is the set of positive integers. The notation an implicitly means f(n). 

 

 

Notice that n doesn’t have to start at 1. It can also be defined as function a : N -> R 

 

If the signs of the terms alternate between positive and negatives we will need to multiply by a power of 

-1. (-1)n means we start with a negative term. (-1)n+1 or (-1)n-1 or -(-1)n means we start with a positive 

term if the first n=1. 
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Note that, since a sequence is a function whose domain is the set of positive integers, its graph consists 

of isolated points with coordinates. 

 

 

All the previous limit laws hold for sequences 
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 Both, going to infinites and not settling at a specif value (i.e. 

sinus) makes the sequence divergent. (It does not converge 

to a specific value). 
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Series 
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The sum error has to be smaller or equal to the next term 
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Remember that : Error in the nth partial term is bounded by a_n+1 

That is : Error in the 5th partial term is bounded by a_6 
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Week 6. Sequences and Series II 

11.6.1 Absolute convergence 

 

 

 

 

 



CSE1200 Calculus 

50 

 

“The terms of our original series are smaller than the terms of a convergent geometric series”. Since the 

geometric is convergent and the original is smaller than the convergent, the original is also convergent. 

11.6.2 Ratio Test 

 

Example: 
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11.8 Power series 

 

Convergence may depend on x 

 

Finding the radius 

 

The interval of convergence is the domain of x values for which the power series converges. It is found 

by using the ratio test to determine for what values the series is convergent. The interval endpoints 

must be analyzed, sometimes they converge, sometimes they don’t. 
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Finding the radius example 
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Function representation of series 
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Use differentiation to find power series for f(x) = 1/(1+x)2 
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Indefinite integral as power series 
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Taylor and Maclaurin series 
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 b=2, c=-4/3 
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Week 7. Multivariate functions and differentiation 

Vectors recap 
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Other notations: We denote a vector by printing a letter in boldface. 

 

Numbers that multiply (scale) a vector are called ‘scalar’. 

 

 

 

The dot product of the same vector (i.e. x2 ) is equal to the norm (length) squared.  
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Iff  or  then a and b are parallel (also iff ax/bx = ay/by) 

 

unit vectors are vectors with length 1. 

Inner product = dot product 



CSE1200 Calculus 

68 

 

 

Functions of several variables 
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Trick: Make one of the other variables a constant (i.e 0,1) and analyze the behavior of the other variable. 

 

Contour map 
A plot with several level curves 
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Partial derivatives 

 

 

Therefore, for  we have since y is a constant. 

 

The del(ta) symbol of the partial derivative is different than of the derivative as they are different things. 

When doing higher partial derivatives we read from left to right: 
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(All the functions in CSE1200 satisfy this condition) (in practice it is often too) 

Aso fxxy = fxyx. So it’s about the count, not the order. 

Tangent planes 

 

Tangent line is also equal to the first order (x^0 and x^1) taylor polynomial. 

 

The blue (middle) part represents the graph of the function of two variables. We can take the 

intersection of 2 curves and calculate the tangent lines T1 and T2 for each curve respectively. Then 

those lines make the triangles of the (flat) tangent plane to the graph. 

We use partial derivatives at P for curves deliberately parallel to the x and y axis respectively so that: 

The function L(x,y) = z is 

called the linearization (best 

2D linear approximation for 

the 3D graph) of f at the 

point (a,b). 

 



CSE1200 Calculus 

72 
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The directional derivative 

(formal definition, rarely used) 

Easier way to compute: 

 where u is the unit vector <u1, u2> that 

points to the direction from which we are interested to know its slope. This equals the dot product. 

          

The direction vector u must be formatted to an actual unit vector (a vector of length 1). I.e. for <3,1> do: 

(unit vector conversion) 

 

The minimal is the maximal * -1 
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Week 8. Multivariate functions: differentiation and integration 

Critical Points: Maximum and minimum values 
For 1 variable     For 2 variables 

 

 

Note that for a minimum in a 2 

variable function it must hold that if 

we had an imaginary marble, it 

would need to reach a stable state 

there (and not be able to roll over 

to any side). The same applies for 

the maximum but inversely 

(imagine that the mountain is 

hollow and then flip it around). 

This requires that at a given point, going towards any direction would result in a consist height sign 

change. Otherwise if the signs are opposite you encounter a saddle point. 

Other critical points, that are max or min include “knikjes” (the function is not differentiable point). 
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The second condition defining also a singular point. 

Not every critical point gives you a maximum or minimum. But a maximum and minimum are by 

definition critical points. 

(for 1 variable) 

If f’’(x) = 0 then it neither increases nor decreases. 
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Double Integrals over rectangles 
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(The same as with single variable integrals) 

Iterated integrals on a rectangular domain 
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Area of symmetric odd function interval = 0 
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Double integrals over simple type I & II regions 

 

 

 

The same applies to slicing the cake parallel on the x-axis 
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We cannot change the order of the double integrations. In fact the inside integral must output a 

function of x (so we derive on y) so that the outer integral can derive on x (see that the boundaries of 

the outer integral are constants whereas the inside integral has functions. 

 

A region that is both type 1 and type 2 include rectangles, triangles, circles, pentagons… 

The region type is defined by whether we can draw verticals lines along the whole shape without lifting 

the pen and whether we can draw horizontal lines without lifting the pen. 

• Vertical = type 1 = integrate y first 

• Horizontal = type 2 = integrate x first 

Type 2 is better suited when we are forced to invert f(x) or if h(y) is already given 
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Iterated integrals to calculate volume 
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Exercises 
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Week 9. Complex numbers 
The same way that we use x as the variable for real numbers and k for integers (sometimes i and n), for 

complex numbers we use z. 

  

All real numbers are complex numbers with imaginary part equal to zero. 

Operations 

Addition of complex numbers z and w 
Re(z+w) = Re(z) + Re(w) 

Im(z+w) = Im(z) + Im(w) 

Multiplication of z and w 
Re(zw) = Re(z)Re(w) – Im(z)Im(w) 

Im(zw) = Re(z)Im(w) + Im(z)Re(w) 

 

Addition of z and !z 
Re(z) = ½(z+!z) 

Subtraction of z and !z 
Im(z) = ½(z-!z) 
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Polar form 

 

 

Polar form is suitable for multiplication and division (especially long i.e. powers) but harder for addition. 
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Binomial equations 

 

Solution:  

Just use k from 0 to n-1 

Polynomial equations 

 

There are as many solutions as the power of the complex number polynomial. But those solutions might 

not necessarily be distinct. 

 

z represents a solution (and every solution has its conjugate as validation solution too) 

Exercises 

 

 

 

 


